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Abstract

Because ever more powerful intelligent agents will interact with people
in increasingly sophisticated and important ways, greater attention must
be given to the technical and social aspects of how to make agents ac-
ceptable to people [16.72]. From a technical perspective, we want to help
ensure the protection of agent states, the viability of agent communities,
and the reliability of the resources on which they depend. To accomplish
this, we must guarantee, insofar as is possible, that the autonomy of agents
can always be bounded by an explicit enforceable policy that can be con-
tinually adjusted to maximize the agents’ effectiveness and safety for both
human beings and computational environments. From a social perspec-
tive, we want agents to be designed to fit well with how people actually
work together. Explicit policies governing human-agent interaction, based
on careful observation of work practice and an understanding of current
research in the social sciences and cognitive engineering, can help assure
that effective and natural coordination, appropriate levels and modali-
ties of feedback, and adequate predictability and responsiveness to human
control are maintained. These factors are key to providing the reassurance
and trust that are the prerequisites to the widespread acceptance of agent
technology for non-trivial applications.

16.1 Introduction

Since the beginning of recorded history, people have been fascinated with the
idea of non-human agencies.1 Popular notions about androids, humanoids,
robots, cyborgs, and science fiction creatures permeate our culture, forming
the backdrop against which software agents are perceived. The word robot,
derived from the Czech word for drudgery, entered public discourse following
Karel Capek’s 1921 play RUR: Rossum Universal Robots [16.21] (Fig. 16.1).
1 Works by authors such as Schelde [16.80] and Clute and Nicholls [16.26], who

have chronicled the development of popular notions about androids, humanoids,
robots, and science fiction creatures, are a useful starting point for agent de-
signers wanting to plumb the cultural context of their creations. Lubar’s chapter
“Information beyond computers” in [16.64] provides a useful grand tour of the
subject. See Ford, Glymour, and Hayes [16.40] for a delightful collection of essays
on android epistemology.
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While Capek’s robots were factory workers, the public has also at times
embraced the romantic dream of robots as “digital butlers” who, like the
mechanical maid in the animated feature The Jetsons would someday put-
ter about the living room performing mundane household tasks (Fig. 16.2).2

Despite such innocuous beginnings, the dominant public image of artificially
intelligent creatures has often been more a nightmare than a dream. Would
the awesome power of robots reverse the master-slave relationship with hu-
man beings (Fig. 16.3)?3 Would seeing the world through the eyes of agents
lead to dangerously distortions of reality (Fig. 16.4)? Everyday experiences
of computer users with the mysteries of ordinary software, riddled with an-
noying bugs, incomprehensible features, and dangerous viruses reinforce the
fear that the software powering autonomous creatures would pose even more
problems. The more intelligent the robot, the more capable of pursuing its
own self-interest rather than that of its human masters (Fig. 16.5); the more
human-like the robot, the more likely it is to exhibit human frailties and ec-
centricities (Fig. 16.6). Such latent images cannot be ignored in the design of
software agents-indeed, there is more than a grain of truth in each of them!
2 It is interesting to note that today’s robotic vacuum cleaners have little re-

semblance to mechanical maids. However, that is true in part because they are
conceived as inexpensive single-function appliances and not multi-purpose assis-
tants. Were our current technical prowess sufficient to build cheap, smart, and
versatile robotic assistants, there is little doubt that we would prefer models that
featured a “good brain and an unspecialized body” [16.68]. See also Sect. 16.4.2
below.

3 Whether or not such futures are plausible is besides the point—there is no doubt
that the fears are real for many people right now. For example, Bill Joy notes the
“prophecy” of the Unabomber, asserting that while his “mentality was criminal,
his vision is rather realistic”: ‘What we do suggest is that the human race might
easily permit itself to drift into a position of such dependence on the machines
that it would have no practical choice but to accept all of the machines’ deci-
sions. As society and the problems that face it become more and more complex
and machines become more and more intelligent, people will let machines make
more of their decisions for them, simply because machine-made decisions will
bring better results than man-made ones. Eventually a stage may be reached
at which the decisions necessary to keep the system running will be so complex
that human beings will be incapable of making them intelligently. At that stage
the machines will be in effective control. People won’t be able to just turn the
machines off, because they will be so dependent on them that turning them off
would amount to suicide.’ Theodore Kaczynski — the criminal Unabomber. On
the other hand, just one year ago Stephen Hawking, the noted physicist, sug-
gested using genetic engineering and biomechanical interfaces to computers in
order to make possible a direct connection between brain and computers ‘so that
artificial brains contribute to human intelligence rather than opposing it.’ The
professor concedes it would be a long process, but important to ensure biolog-
ical systems remain superior to electronic ones. “In contrast with our intellect,
computers double their performance every 18 months,” he told Focus magazine.
“So the danger is real that they could develop intelligence and take over the
world.” [16.55].
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Fig. 16.1. Scene from Capek’s play Rossum Universal Robots

Fig. 16.2. Electro the Robot (aka Robby the Robot) as digital butler to Anne
Frances
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Fig. 16.3. Powerless in the grasp of a robot (From Astounding Science Fiction,
October 1953)

Fig. 16.4. Select-O-Vision
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Fig. 16.5. A robot thief

Fig. 16.6. In Arthur C. Clarke’s 2001: A Space Odyssey, human beings are com-
pelled to hide from the psychotic computer HAL
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“Agents occupy a strange place in the realm of technology,” summarizes
Don Norman, “leading to much fear, fiction, and extravagant claims” [16.72].
By their ability to operate independently without constant human supervi-
sion, they can perform tasks that would be impractical or impossible using
traditional software applications. On the other hand, this additional auton-
omy, if unchecked, also has the potential of effecting severe damage if agents
are poorly designed, buggy, or malicious. Because ever more powerful intelli-
gent agents will increasingly differ from software that people are accustomed
to, we need to take into account social issues no less than the technical ones
if the agents we design and build are to be acceptable to people. Continues
Norman:

The technical aspect is to devise a computational structure that guaran-
tees that from the technical standpoint, all is under control. This is not an
easy task.

“The social part of acceptability is to provide reassurance that all is work-
ing according to plan. . . . This is also a non-trivial task” [16.72].4

This chapter summarizes our efforts to address, through a policy-based
approach (Sect. 16.2), some of the technical and social aspects of agent design
for increased human acceptability. From a technical perspective, we want to
help ensure the protection of agent states, the viability of agent communities,
and the reliability of the resources on which they depend. To accomplish this,
we must guarantee, insofar as is possible, that the autonomy of agents can
always be bounded by explicit enforceable policy that can be continually
adjusted to maximize the agents’ effectiveness and safety for both human
beings and computational environments (Sect. 16.3).

From a social perspective, we want agents to be designed to fit well with
how people actually work together. Explicit policies governing human-agent
interaction, based on careful observation of work practice and an understand-
ing of current research in the social sciences and cognitive engineering, can
help assure that effective and natural coordination, appropriate levels and
modalities of feedback, and adequate predictability and responsiveness to
human control are maintained (Sect. 16.4). In short, interaction among hu-
mans and agents must be graceful and should enhance rather than hinder
human work. All these factors are key to providing the reassurance and trust
that are the prerequisites to the widespread acceptance of agent technology
for non-trivial applications.5

4 Similarly, Alan Kay has written: “It will not be an agent’s manipulative skills,
or even its learning abilities, that will get it accepted, but instead its safety and
ability to explain itself in critical situations. At the most basic level the thing
we want most to know about an agent is not how powerful it can be, but how
trustable it is” [16.56].

5 A more complete study of many of these topics can be found in [16.11, 16.112]. For
an entertaining and informative general characterization of various approaches
to human-centered computing, see [16.51].
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16.2 Addressing Agent Acceptability Through the Use
of Policy

The idea of building strong social laws into intelligent systems can be traced
at least as far back as the 1940s to the science fiction writings of Isaac Asi-
mov [16.6]. In his well-known stories of the succeeding decades, he formulated
a set of basic laws that were built deeply into the positronic-brain circuitry
of each robot so that it was physically prevented from transgressing them.
Though the laws were simple and few, the stories attempted to demonstrate
just how difficult they were to apply in various real-world situations. In most
situations, although the robots usually behaved “logically,” they often failed
to do the “right” thing, typically because the particular context of applica-
tion required subtle adjustments of judgments on the part of the robot (e.g.,
determining which law took priority in a given situation, or what constituted
helpful or harmful behavior).6

Shoham and Tennenholtz [16.84] introduced the theme of social laws into
the agent research community, where investigations have continued under two
main headings: norms and policies. Drawing on precedents in legal theory,
social psychology, social philosophy, sociology, and decision theory [16.119],
norm-based approaches have grown in popularity [16.9, 16.33, 16.62, 16.63]. In
the multi-agent system research community, Conte and Castelfranchi [16.32]
found that norms were variously described as constraints on behavior, ends or
goals, or obligations. For the most part, implementations of norms in multi-
agent systems share three basic features:

1. they are designed offline, or
2. they are learned, adopted, and refined through the purposeful deliberation

of each agent; and
3. they are enforced by means of incentives and sanctions.

Interest in policy-based approaches to multi-agent and distributed systems
has also grown considerably in recent years (http://www.policy-workshop.org).
While sharing much in common with norm-based approaches, policy-based
perspectives differ in subtle ways. Whereas in everyday English the term norm
denotes a practice, procedure, or custom regarded as typical or widespread,
6 In an insightful essay, Roger Clarke explores some of the implications of Asimov’s

stories about the laws of robotics for information technologists [16.25]. Weld and
Etzioni [16.120] were the first to discuss the implications of Asimov’s first law of
robotics for agent researchers. Like most norm-based approaches described below
(and unlike most policy-based approaches), the safety conditions are taken into
account as part of the agents’ own learning and planning processes rather than as
part of the infrastructure. In an important response to Weld and Etzioni’s “call
to arms,” Pynadath and Tambe [16.76] develop a hybrid approach that marries
the agents’ probabilistic reasoning about adjustable autonomy with hard safety
constraints to generate “policies” governing the actions of agents. The approach
assumes a set of homogeneous agents who are motivated to cooperate and follow
optimally-generated policies.



362 J.M. Bradshaw et al.

a policy is defined by the American Heritage Online dictionary as a “course
of action, guiding principle, or procedure considered expedient, prudent, or
advantageous.” Thus, in contrast to the relatively descriptive basis and self-
chosen adoption (or rejection) of norms, policies tend to be seen as prescrip-
tive and externally-imposed entities. Whereas norms in everyday life emerge
gradually from group conventions and recurrent patterns of interaction, poli-
cies are consciously designed and put into and out of force at arbitrary times
by virtue of an explicitly-recognized authority.7 These differences are gen-
erally reflected in the way most policy-based approaches differ from norm-
based ones with respect to the three features mentioned above. Policy-based
approaches

1. support dynamic runtime policy changes, and not merely static configura-
tions determined in advance;

2. work involuntarily with respect to the agents, that is, without requiring
the agents to consent or even be aware of the policies being enforced, thus
aiming to guarantee that even the simplest of agents comply with policy;
and

3. wherever possible, are enforced preemptively, preventing in advance buggy,
poorly designed, unsophisticated, or malicious agents from doing harm,
rather than rewarding them or imposing sanctions on them after the fact.

In the following subsections, we define policy in the sense that it is used
in this section 16.2.1 and distinguish it from related concepts 16.2.2. We
then offer definitions of the two major types of policy 16.2.3, describe the
relationship between autonomy and policy 16.2.4, discuss both traditional
focus areas and new challenges for policy management 16.2.5, and outline
the most important aspects and benefits 16.2.6.

16.2.1 What Is Policy?

In agent and distributed computing contexts, policy can be defined as
an enforceable, well-specified constraint on the performance of a machine-
executable action by a subject in a given situation.

– enforceable: In principle, an action controlled by policy must be of the sort
that it can be prevented, monitored, or enabled by the system infrastruc-
ture;

– well-specified: Policies are well-defined declarative descriptions;
– constraint on the performance: The objective of policy is to ensure, with

or without the knowledge or cooperation of the entity being governed, that
the policy administrator’s intent is carried out with respect to whether or
not the specified policy governed action takes place;

7 While it is true that, over time, norms can be formalized into laws, policies are
explicit and formal at the outset by their very nature.
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– machine-executable action: In addition to purely machine-executable ac-
tions, we include situations where a person is responsible for completing
an action and then somehow signaling that fact to the machine;

– subject: The subject is either a human being or a hardware or software
component, or a group of such entities;

– situation: Policy applicability may be determined by a variety of precon-
ditions and contextual factors.

16.2.2 Distinguishing Policy from Related Concepts

It is evident that not every constraint in an agent system should be managed
as an element of policy. Nor should policy in the sense we are discussing it
here be confused with other related concepts. For example, the term policy
is often used to describe what we will call a “Big P” policy, referring to the
sorts of high-level declarations of objectives or preferences that one finds in
discussions of strategic policy, public policy, or foreign policy. While it is
true that every policy of the sort we are concerned with (call them “little
p”) is motivated by some higher level objective, “Big P” policies comprise
a diversity of elements, some of which involve real world considerations that
go far beyond distributed computing issues. Resolving the ambiguities and
contradictions of complex and “soft” goals, guidelines, and tradeoffs at the
“Big P” level is more the stuff of human deliberation and automated planning
than of policy management frameworks which are best suited to analysis and
implementation of well-understood constraints after the difficult preliminary
framing has been done.8

Policy management also should not be confused with planning or workflow
management, which are related but separate functions. Planning mechanisms
are generally deliberative (i.e., they reason deeply and actively about activ-
ities in support of complex goals) whereas policy mechanisms tend to be
reactive (i.e., concerned with simple actions triggered by some environmen-
tal event) [16.43]. Whereas plans are a unified roadmap for accomplishing
some coherent set of objectives, bodies of policy collected to govern some
sphere of activity are made up of diverse constraints imposed by multiple
potentially—disjoint stakeholders and enforced by mechanisms that are more
or less independent from the ones directly involved in planning. Plans tend
to be strategic and comprehensive, while policies, in our sense, are by nature
tactical and piecemeal. In short, we might say that while policies consti-
tute the “rules of the road”—providing the stop signs, speed limits, and lane
markers that serve to coordinate traffic and minimize mishaps—they are not
sufficient to address the problem of “route planning.”9

8 The relationship between policy at human and computational levels is a subject
we are currently investigating.

9 For an example of how planning and policy management capabilities can comple-
ment on another, see [16.113]. Planning can also be used to help assure successful
execution of obligation policies.



364 J.M. Bradshaw et al.

Policies should not be mistaken for business rules, for while motivations
for business rules sometimes overlap with those for policy-based approaches,
these two different attempts to enforce regularities on complex systems have
usually maintained a different focus. In a manner similar to the world of poli-
cies, we can distinguish between “Big B” and “little b” business rules. A “Big
B” business rule “pertains to any of the constraints that apply to the behav-
ior of people in the enterprise, from restrictions on smoking to procedures
for filling out a purchase order” [16.58]. On the other hand, “little b” busi-
ness rules pertain “to the facts which are recorded as data and constraints
on changes to the values of those facts. That is, the concern is what data
may or may not be recorded in the information system” [16.58]. Like “Big
P” policies, “Big B” business rules have a much broader scope than “little
p” policies. The “little b” rules, on the other hand, are certainly narrower
than “little p” policies, to the extent that the former are restricted to gov-
erning the kinds of actions that can be performed on a particular instance of
a business database rather than to a broader concept of action in general.

Finally, it should be realized that unwanted circumstances cannot be pre-
vented, nor required events be made to happen, by policy management mech-
anisms alone. A variety of potential failures must be considered and coun-
teracted in the design of safe and effective agent systems, including extreme
events; hardware failure; human error; incorrect system design, specification,
or implementation; and inconsistency, redundancy, inaccuracy, or incomplete-
ness of agent knowledge and system information [16.43].

16.2.3 Types of Policy

Drawing on their long history of policy research, Sloman et al.[1.34] define
the two major types of policy, authorizations and obligations:

– “A positive authorization policy defines the actions that a subject is per-
mitted to perform on a target. A negative authorization policy specifies
the actions that a subject is forbidden to perform on a target”.

– “Obligation policies specify the action that a subject must perform on a
set of target objects when an event occurs. Obligation policies are always
triggered by events, since the subject10 must know when to perform the
specified action”.11

10 In the KAoS policy management framework (see Sect. 16.3), a type of enforcer
called an enabler can be defined to assist subjects in fulfilling obligations, thus
reducing, or ideally eliminating, the need for the agent itself to fully understand
the policy and to know when and how to undertake its responsibilities [16.16].
Enablers can also be defined for some types of authorization policies.

11 Some systems differentiate a second class of obligations that requires a given de-
sired state to be continuously maintained by an unspecified action (e.g., Agent
A must maintain at least 10 widgets in the bin) in contrast to normal obligations
that require a specific action to be performed in response to a trigger (e.g., IF
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16.2.4 Autonomy and Policy

Fig. 16.7. Dimensions of autonomy

Some important dimensions relating to autonomy can be straightfor-
wardly characterized by reference to Fig. 16.7 12 Note that there are two
basic dimensions:

the number of widgets <= 10 THEN Agent must fill the bin with widgets). For
example, Pynadath and Tambe [16.76] distinguish between four classes of safety
constraints: forbidden actions, forbidden states, required actions, and required
states. In KAoS (see Sect. 16.3), forbidden actions correspond to negative au-
thorization policies, while required actions and states map to positive obligation
policies. Since many states of the world are outside of system control and cannot
be forbidden a priori, they can best be handled by representing a forbidden state
(ideally with some safety margin) as a trigger to a positive obligation policy that
requires the agent to achieve a permissible state.

12 These dimensions are explained more fully in [16.112]. Note that in this sec-
tion we emphasize those dimensions that are most pertinent to our discussion
of adjustable autonomy; see elsewhere for examples of other possible dimen-
sions (e.g., self-impositions, norms). We can make a rough comparison between
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– a descriptive dimension-corresponding to the sense of autonomy as self-
sufficiency-that stretches horizontally to describe the actions an actor in a
given context is capable of performing; and

– a prescriptive dimension-corresponding to the second sense of autonomy
as self-directedness-running vertically to describe the actions an actor in a
given context is allowed to perform or which it must perform by virtue of
policy constraints in force.

The outermost rectangle, labeled potential actions, represents the set of all
actions across all situations defined in some ontology under current consider-
ation. 13 Note that there is no requirement that all actions that an actor may
take be represented in the ontology; only those which are of consequence for
policy representation and reasoning need be included. The rectangle labeled
possible actions represents the set of potential actions whose performance by
one or more actors is deemed plausible in a given situation [16.116, 16.117].
14 Note that the definition of possibilities is strongly related to the concept
of affordances [16.118, 16.119], in that it relates the features of the situation
to classes of actors capable of exploiting these features in the performance of
actions. 15 Of these possible actions, only certain ones will be deemed per-
formable for a given actor 16(e.g., Actor A) in a given situation. Capability,
i.e., the power that makes an action performable, is a function of the abil-
ities (e.g., knowledge, capacities, skills) and conditions (e.g., ready-to-hand
resources) necessary for an actor to successfully undertake some action in a
given context. Certain actions may be independently performable by either
Actor A or B; other actions can be independently performed by either one

some of these dimensions and the aspects of autonomy described by Falcone and
Castelfranchi [16.37]. Environmental autonomy can be expressed in terms of the
possible actions available to the agent-the more the behavior is wholly determin-
istic in the presence of a fixed set of environmental inputs, the smaller the range
of possible actions available to the agent. The aspect of self-sufficiency in social
autonomy relates to the ranges of what can be achieved independently vs. in
concert with others; deontic autonomy corresponds to the range of permissions
and obligations that govern the agent’s choice among actions.

13 The term ontology is borrowed from the philosophical literature, where it de-
scribes a theory of what exists. Such an account would typically include terms
and definitions only for the very basic and necessary categories of existence. How-
ever, the common usage of ontology in the knowledge representation community
is as a vocabulary of representational terms and their definitions at any level
of generality. A computational system’s “ontology” defines what exists for the
program-in other words, what can be represented by it.

14 The evaluation of possibility admits varying degrees of confidence-for example,
one can distinguish mere plausibility of an action from a more studied feasibility.
These nuances of possibility are not discussed in this chapter.

15 As expressed by Norman: “Affordances reflect the possible relationships among
actors and objects: they are properties of the world” [16.119].

16 For discussion purposes, we use the term actor to refer to either a biological
entity (e.g., human, animal) or an artificial agent (e.g., software agent, robotic
agent).
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or the other uniquely. 17 Yet other actions are jointly performable by a set of
actors. 18

Along the prescriptive dimension, declarative policies may specify various
permissions and obligations [16.34]. An actor is free to the extent that its ac-
tions are not limited by permissions or obligations. Authorities may impose
or remove involuntary policy constraints on the actions of actors. Alterna-
tively, actors may voluntarily enter into agreements that mutually bind them
to some set of policies for the duration of the agreement. The effectivity of an
individual policy specifies when it is in or out of force. The set of permitted
actions is determined by authorization policies that specify which actions an
actor or set of actors is allowed (positive authorizations or A+ policies) or not
allowed (negative authorizations or A- policies) to perform in a given context.
19 The intersection of what is possible and what is permitted delimits the set
of available actions. Of those actions that are available to a given actor or
set of actors, some subset may be judged to be independently achievable in
the current context. Some actions, on the other hand, would be judged to be
only jointly achievable.

Finally, the set of obligated actions is determined by obligation policies
that specify actions that an actor or set of actors is required to perform
(positive obligations or O+ policies) or for which such a requirement is waived
(negative obligations or O- policies). Jointly obligated actions are those that
two or more actors are explicitly required to perform.

A major challenge in the design of intelligent systems is to ensure that the
degree of autonomy is continuously and transparently adjusted in order to
meet whatever performance expectations have been imposed by the system
designer and the humans and agents with which the system interacts [16.110,
16.112, 16.120]. We note that is not the case that “more” autonomy is always
better: 20 as with a child left unsupervised in city streets during rush hour,
an unsophisticated actor insufficiently monitored and recklessly endowed with
unbounded freedom may pose a danger both to itself and to others. On the
17 Note that Figure 16.7 does not show every possible configuration of the dimen-

sions, but rather exemplifies a particular set of relations holding for the actions
of a particular set of actors in a given situation. For example, although we show
A and B sharing the same set of possible actions, this need not always be the
case. Also, note that the range of jointly achievable actions has overlap only with
Actor B and not Actor A.

18 Authority relationships may be, at the one extreme, static and fixed in advance
and, at the other, determined by negotiation and persuasion as the course of
action unfolds.

19 We note that some permissions (e.g., network bandwidth reservations) involve
allocation of finite and/or consumable resources, whereas others do not (e.g.,
access control permissions). We note that obligations typically require allocation
of finite abilities and resources; when obligations are no longer in effect, these
abilities and resources may become free for other purposes.

20 In fact, the multidimensional nature of autonomy argues against even the effort
of mapping the concept of “more” and “less” to a single continuum.
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other hand, a capable actor shackled with too many constraints will never
realize its full potential.

Thus, a primary purpose of adjustable autonomy is to maintain the sys-
tem being governed at a sweet spot between convenience (i.e., being able
to delegate every bit of an actor’s work to the system) and comfort (i.e.,
the desire to not delegate to the system what it can’t be trusted to perform
adequately). 21

The coupling of autonomy with policy mechanisms gives the agent max-
imum freedom for local adaptation to unforeseen problems and opportuni-
ties while assuring humans that agent behavior will be kept within desired
bounds. If successful, adjustable autonomy mechanisms give the added bonus
of assuring that the definition of these bounds can be appropriately respon-
sive to unexpected circumstances.

In principle, the actual adjustment of an agent’s level of autonomy could
be initiated either by a human being, the agent, or some other software
component. 22 To the extent we can adjust agent autonomy with reason-
able dynamism (ideally allowing handoffs of control among team members
to occur anytime) and with a sufficiently fine-grained range of levels, team-
work mechanisms can flexibly re-negotiate roles and tasks among humans
and agents as needed when new opportunities arise or when breakdowns oc-
cur. Such adjustments can also be anticipatory when agents are capable of
predicting the relevant events [16.104, 16.105]. Research in adaptive function
allocation-the dynamic assignment of tasks among humans and machines-
provides some useful lessons for implementations of adjustable autonomy in
intelligent systems [16.105].

When evaluating options for adaptively reallocating tasks among team
members, it must be remembered that dynamic role adjustment comes at
a cost-in both computational and human terms. Measures of expected util-
21 We note that reluctance to delegate can also be due to other reasons. For exam-

ple, some kinds of work may be enjoyable to people-such as skilled drivers who
may prefer a manual to an automatic transmission.

22 Cohen and Fleming [16.105] draw a line between those approaches in which the
agent itself wholly determines the mode of interaction with human beings (mixe-
dinitiative) and those where this determination is imposed externally (adjustable
autonomy). Additionally, mixed-initiative systems are considered by Cohen and
Fleming to generally consist of a single user and a single agent. However, it is
clear that these two approaches are not mutually exclusive and that, in an ideal
world, agents would be capable of both reasoning about when and how to ini-
tiate interaction with human beings and subjecting themselves to the external
direction of whatever set of explicit authorization and obligation policies were
currently in force to govern that interaction. Additionally, there is no reason to
limit the notion of ”mixed initiative” systems to the single agent-single human
case. Hence, we prefer to think of mixed-initiative systems as being systems that
are capable of making context-sensitive adjustments to their level of social au-
tonomy (i.e., their level or mode of engagement with human beings), whether a
given adjustment is made as a result of reasoning internal to the agent or due to
externally imposed policy-based constraints.
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ity can be used to evaluate the tradeoffs involved in potentially interrupting
the ongoing activities of agents and humans in such situations to communi-
cate, coordinate, and reallocate responsibilities [16.105, 16.108, 16.109]. It is
also important to note that the need for adjustments may cascade in com-
plex fashion: interaction may be spread across many potentially distributed
agents and humans who act in multiply connected interaction loops. For
this reason, adjustable autonomy may involve not merely a simple shift in
roles among a human-agent pair, but rather the distribution of dynamic de-
mands across many coordinated actors. 23 Defining explicit policies for the
transfer of control among team members and for the resultant modifications
required to coordination constraints can prove useful in managing such com-
plexity [16.111]. Whereas goal adoption and the commitment to join and
interact in a prescribed manner with a team sometimes occurred as part of
a single act in early teamwork formulations, researchers are increasingly re-
alizing the advantages of allowing the acts of goal adoption, commitment to
work jointly with a team, and the choice of specific task execution strategies
to be handled with some degree of independence [16.7, 16.110].

16.2.5 Benefits of Policy Management

A policy-based approach has many benefits:
Explicit license for autonomous behavior. Policy representations that al-

low the description of entities and actions at abstract levels (e.g., ontologies)
can beneficially underspecify the constraints of policy, giving human stake-
holders as much leeway as they require to shape the limits of agent behavior
across an arbitrarily large scope of action, while leaving every unmentioned
detail completely in the hands of the agents that are closest to the problem.
Thus, the coupling of policy with autonomy enables human organizations to
think globally while acting locally. In short, rather than mistakenly thinking
of policy only as a restrictive nuisance, we might more productively think
of it as the explicit license by which agents are authorized to make specific
decisions and adaptations autonomously in response to novel problems and
opportunities as they arise—without violating the constraints imposed by
those who are responsible for their behavior.

Reusability. Policies encode sets of useful constraints on agent or compo-
nent behavior, packaging them in a form in which they can easily be reused
as occasions require. By reusing policies when they apply, we reap the lessons
learned from previous analysis and experience while saving the time it would
23 As Hancock and Scallen [16.105] rightfully observe, the problem of adaptive

function allocation is not merely one of technical elegance. Economic factors (e.g.,
can the task be more inexpensively performed by humans, by agents, or by some
combination?), political and cultural factors (e.g., is it acceptable for agents to
perform tasks traditionally assigned to humans?), or personal and moral factors
(e.g., is a given task enjoyable and challenging vs. boring and mind-numbing for
the human?) are also essential considerations.
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have taken to reinvent them from scratch. Policy libraries can package sets of
policies that have been pre-approved for particular situations. For example,
military applications may have different policy sets defined that come into
play for various levels of threat conditions.

Efficiency. In addition to lightening the application developers’ workload,
well-defined policy management mechanisms can sometimes increase runtime
efficiency [16.76]. For example, to the extent that policy conflict resolution can
be performed offline in advance, and policies can be converted to an efficient
runtime representation, overall performance can be increased [16.16, 16.117].

Extensibility. A well designed policy management capability provides a
layer of basic representations and services that can be straightforwardly ex-
tended to diverse and evolving platforms and to sets of operational capabili-
ties that are often subject to rapid rates of technology refresh. Ideally, these
modifications could be made without extensive manual markup or duplica-
tion of information stored elsewhere in the organization.

Context-sensitivity. Explicit policy representation improves the ability
of agents, components, and platforms to be responsive to changing condi-
tions without changing their code. In mature policy management systems,
such changes to policy can be either made manually through convenient dis-
tributed administration capabilities or triggered programmatically by events.

Verifiability. By representing policies in an explicitly declarative form in-
stead of burying them in the implementation code, we can better support im-
portant types of policy analysis [16.43]. First—and this is absolutely critical
for security policies—we can externally validate whether or not the policies
are sufficient for the application’s tasks, and we can bring both automated
theorem provers and human expertise to this task. Second, there are methods
to ensure that agent behavior which follows the policy will also satisfy many
of the important properties of reactive systems: liveness, recurrence, safety
invariants, and so forth.

Support for simple as well as sophisticated agents. By putting the burden
for policy analysis and enforcement on the infrastructure, rather than having
to build such knowledge into each of the agents themselves, we ensure that
all agents operate within the bounds of policy constraints [16.15]. In this
way, even one agent shall not be lost due to policy violations, no matter how
simple or sophisticated the agent’s design, and the task of agent developers
is thereby reduced in complexity [16.48].

Protection from poorly-designed, buggy, or malicious agents. Intelligent
systems functioning in complex environments cannot rely on design-time
techniques to completely eliminate the possibility of unwanted events oc-
curring during operations.24 Moreover, even if it could be guaranteed that
agents designed by a given group would always function correctly, the fact
24 As Fox and Das [16.43] wisely observe, “the nature of a hazard will frequently be

unknown until it actually arrives. In some circumstances, ensuring that a system
reliably does what the designers intended—and only what they intended—may
be exactly the wrong thing to do!”
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is that, as long as reliance on open systems continues to increase, the possi-
bility of buggy or malicious agents designed by others cannot be completely
ignored. Various forms of policy-based barriers that can control the actions
of such agents through monitoring, analysis, inference, adjustable autonomy,
and enforcement methods that are infrastructure-based and independent of
the agents’ own reasoning, appear to be the most effective ways to reduce
the risk of these serious problems [16.59].

Reasoning about agent behavior. As permitted by disclosure policies [16.83],
sophisticated agents can reason about the implications of the policies that
govern their behavior and the behavior of other agents. To the extent that be-
havior can be predicted from policy, making accurate and consistent models
of agents becomes more feasible.

16.2.6 Applications of Policy Using KAoS and Nomads

At the Institute for Human and Machine Cognition (IHMC), we have de-
veloped KAoS and Nomads to support a wide range of policy and domain
services. KAoS a collection of componentized policy and domain manage-
ment services compatible with several popular agent frameworks, including
Nomads, the DARPA CoABS Grid, the DARPA ALP/Ultra*Log Cougaar
framework (http://www.cougaar.net), CORBA (http://www.omg.org), Voy-
ager (http://www.recursionsw.com/osi.asp), Brahms (www.agentisolutions.
com), TRIPS [16.2, 16.3, 16.38], and SFX (http://crasar.eng.usf.edu
/research/publications.htm). While initially oriented to the dynamic and
complex requirements of software agent applications, KAoS services are also
being adapted to general-purpose grid computing (http://www.gridforum.org)
and Web Services (http://www.w3.org/2002/ws/) environments as well. A
comparison between KAoS, Rei, and Ponder for policy specification, repre-
sentation, reasoning, and enforcement is given in [16.121]. More complete
descriptions of KAoS and Nomads can be found in [16.112, 16.113].

To help motivate a later discussion of different kinds of policy, and to give
some idea of the wide range of problems to which policy-based approaches
can be applied, we briefly describe some applications.

The DARPA CoABS-sponsored Coalition Operations Experiment (CoAX)
(http://www.aiai.ed.ac.uk/project/coax/) is a large international coopera-
tion that models military coalition operations and implements agent- based
systems to mirror coalition structures, policies, and doctrines. CoAX aims to
show that the agent-based computing paradigm offers a promising new ap-
proach to dealing with issues such as the interoperability of new and legacy
systems, the implicit nature of coalition policies, security, and recovery from
attack, system failure, or service withdrawal [16.4]. The most recent CoAX-
related work also investigates issues in composition of semantic web services
consistent with negotiated policy constraints [16.114]. KAoS provides mech-
anisms for overall management of coalition organizational structures rep-
resented as domains and policies, while Nomads provides strong mobility,
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resource management, and protection from denial-of-service attacks to un-
trusted agents that run in its environment.

Within the DARPA Ultra*Log program (http://www.ultralog.net), we
are collaborating with CougaarSoft to extend and apply KAoS policy and
domain services to assure the scalability, robustness, and survivability of lo-
gistics functionality in the face of information warfare attacks or severely con-
strained or compromised computing and network resources. In agent societies
of over 1,000 agents and hundreds of policies, dynamic policy updates can be
committed and distributed across multiple hosts in a matter of seconds, and
responses to policy authorization queries average less than 1 ms [16.122].

As part of the Army Research Lab Advanced Decision Architectures Con-
sortium, we have been investigating the use of KAoS and Nomads technolo-
gies to enable soldiers in the field to use agents from handheld devices to
perform functions such as dynamically tasking sensors and customizing in-
formation retrieval. Suri has developed an agile computing platform that
provides a foundation for this work [16.90, 16.91, 16.92, 16.94]. We have also
commenced an investigation of requirements for policy-based information ac-
cess and analysis within intelligence applications.

An application focused more on the social aspects of agent policy is within
the NASA Cross-Enterprise and Intelligent Systems Programs [16.23], where
we are investigating the integration of Brahms, an agent-based design toolkit
that can be used to model and simulate realistic work situations in space,
with KAoS policy-based models and Nomads’s strong mobility and resource
control capabilities to drive human-robotic teamwork and adjustable auton-
omy for highly-interactive autonomous systems, such as the Personal Satellite
Assistant (PSA). The PSA is a softball-sized flying robot that is being de-
veloped to operate onboard spacecraft in pressurized micro-gravity environ-
ments [16.44]. The same approach has also being generalized for use in mobile
robots for planetary surface exploration [16.85]. The Office of Naval Research
(ONR) is supporting research to extend this work on effective human-agent
interaction to unmanned vehicles and other autonomous systems that in-
volve close, continuous interaction with people. As one part of this research,
IHMC and the University of South Florida are developing a new robotic
platform with carangiform (fish-like) locomotion, specialized robotic behav-
iors for humanitarian demining, human-agent teamwork, agile computing,
and mixed-initiative human control.

We are investigating issues in adjustable autonomy and mixed-initiative
behavior for software assistants under funding from the DARPA EPCA
(CALO) program [16.112, 16.120]. Under funding from DARPA’s Augmented
Cognition Program, we are also taking the challenge of effective human-agent
interaction one step further as we investigate whether a general policy-based
approach to the development of cognitive prostheses can be formulated, in
which human-agent teaming could be so natural and transparent that robotic
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and software agents could appear to function as direct extensions of human
cognitive, kinetic, and sensory capabilities (see Sect. 16.4.2).

16.3 Technical Aspects of Agent Acceptability

Norman suggests that the technical considerations include such things as
ensuring robustness against technical failures, guarding against error and
maliciousness, and protecting privacy [16.72]. We touch on each of these con-
siderations in some way in this section. Later on in the chapter (Sect. 16.4.1),
we present examples of policies relating to social aspects of agent behavior.
Admittedly the distinction between the two kinds of examples is not always
clearcut.

Examples of the kinds of basic infrastructure that will be required to
support the technical aspects of agent acceptability are becoming more
available. Designed from the ground up to exploit next-generation Inter-
net and Web-Services capabilities, grid-based approaches, for example, aim
to provide a universal source of dynamically pluggable, pervasive, and de-
pendable computing power, while guaranteeing levels of security and qual-
ity of service that will make new classes of applications possible ([16.42];
http://www.gridforum.org). By the time these sorts of approaches become
mainstream for large-scale applications, they will also have migrated to ad
hoc local networks of very small devices [16.45, 16.92].

This being said, however, we must go far beyond these current efforts to
enable the vision of long-lived agent communities performing critical tasks
(Fig. 16.8). Current infrastructure implementations typically provide only
very simple forms of resource guarantees and no incentives for agents and
other components to look beyond their own selfish interests. At a minimum,
future infrastructure must go beyond the bare essentials to provide pervasive
life support services (relying on mechanisms such as orthogonal persistence
and strong mobility [16.88, 16.89]) that help ensure the survival of agents that
are designed to live for many years. Beyond the basics of individual agent
protection, long-lived agent communities will depend on legal services, based
on explicit policies, to ensure that individual and societal rights and obliga-
tions are monitored and enforced. Benevolent social services might also be
provided to proactively adjust autonomy to avoid problems and help agents
fulfill their obligations [16.112]. Although some of these elements exist in
embryonic stage within specific agent systems, their scope and effectiveness
has been limited by the lack of underlying support at both platform and
application levels.
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Fig. 16.8. Required elements of future infrastructure for software agents

16.3.1 Examples of Policy Types Relating to Technical Aspects of
Agent Acceptability

To better describe the nature of policy as it relates to the technical aspects
of agent acceptability, we now discuss several examples. These examples are
intended not to be comprehensive but illustrative. Some of them are related
to actual policies that we have used in various applications of KAoS; others
reflect cases we have anticipated but not yet implemented.

For clarity, we will present example policies in ordinary English rather
than in OWL (Web Ontology Language, used to represent KAoS policies).
For brevity, the policies will be presented in an incomplete, abbreviated form.
Each example is preceded by A+, A-, O+, or O- to indicate whether it is,
respectively, a positive authorization, a negative authorization, a positive
obligation, or a negative obligation. Note that although we present many of
the policies in “IF ... THEN” form for convenient exposition, such conditional
information is actually represented in KAoS in the form of OWL property re-
strictions on action classes rather than in rules. We will look at six categories
of technical policy: authentication, data and resource access and protection,
communication, resource control, monitoring and response, and mobility.

Authentication policies.

O+: IF KPAT is launched
THEN that instance of KPAT is required to successfully complete a strong
authentication process within time T
PRECEDENCE: A-: no one can use this instance of KPAT
ELSE O+: this instance of KPAT must terminate.

In this example, which is typical of some of the policies developed within
our DARPA Ultra*Log research, the policy assures that strong authentica-
tion will be performed each time an effort is made to launch KPAT. Strong
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authentication is an abstract action that can represent any number of more
specific strong authentication methods in the ontology that are available to
the system. The authentication might be performed by KPAT itself or dele-
gated to an enabler. One could argue that this policy should be hard wired
into the code rather than represented explicitly. That, however, would reduce
flexibility in ways that may not be desirable. For example, KPAT adminis-
trators at times may want to take this policy out of force in an emergency
situation.

In OWL, we represent the precedence conditions as one or more policies.
In this case, a negative authorization policy forbids any use of KPAT until
the conditions of the obligation policy are fulfilled. Roles are represented
straightforwardly as merely one kind of domain or group in which human or
agent actors belong. It is recommended to use time, or some more general
state indicator, as one of the conditions of obligation fulfillment in order to
minimize the risk of the agent getting “stuck” indefinitely. Consequences of
non-fulfillment of the obligation (the “ELSE” clause) are also represented
as policies. In this case, KPAT is obliged to terminate if the obligation is
not successfully fulfilled. In subsequent examples, we will not always list
the precedence, conditions of fulfillment, or consequences of non-fulfillment
explicitly.

A-: A user is forbidden from taking any action with account A
IF the user has login failure count >= n and time since failure <= T

This negative authorization policy, again representative of our Ultra*Log
work, deals with authentication failure. After a given number of login failures,
the user is locked out of the account until some period of time elapses.

O+: IF the space station crew member has issued a voice command
THEN the Personal Satellite Assistant (PSA) is required to authenticate
the crew member’s voice within time T
PRECEDENCE: A-: PSA is forbidden to perform the action corresponding
to the command
ELSE O+: PSA notifies crew member appropriately

This example is drawn from our NASA human-agent teamwork research.
Since authorization for some PSA action may depend on who commanded
it, authentication of the crewmember’s voice is required before the action is
performed. The “ELSE” clause embeds a notification policy.
Data and resource access and protection policies.

A-:Agent X is forbidden from saving data that is unsigned and/or unencrypted

This data protection policy example specifies that agent X must sign and
encrypt all data that it saves. In our work with Ultra*Log, the encryption
would be performed by an enabler. In other words, each time X saves data,
the policy is enforced through the enabler transparently doing the proper
sort of encryption on its behalf.
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A-:All actors in Role R are forbidden from performing any action on servlet
S

This resource access policy prevents any unauthorized use of Java servlet
S by actors (i.e., agents or humans) who are in role R. As in a previous
example, the power of abstract specification in the ontology is highlighted:
note that this policy can be specified without having to know in advance
the particular actions that can be performed on the servlet.25 Additional
Ultra*Log examples of this kind include policies governing actions such as
Java JAR file verification, limiting access to private keys, and predicate-based
access restriction to blackboard information.

A+:Users in Role CA Administrator are permitted to perform the revoke
certificate operation on the CA Service

Users or agents in a given role or with a given privilege are authorized
here to revoke certificates.

An important part of our current investigations on policy-based informa-
tion access for intelligence applications concerns disclosure policies. These
sorts of policies control the kinds of intelligent responses that can be given
as part of queries about which policies are relevant to a given user’s analysis
or decision-making context [16.114]. In a related application, an agent may
want to know about the policies of a given domain before it registers to join.
Disclosure policies would determine what kind of policy information could
be given to that agent without compromising confidentiality. We are drawing
on the work of [16.83, 16.122] to develop more complex strategies for policy
disclosure and automated trust negotiation in a variety of circumstances.

Communication policies. Communication has proven to be the most im-
portant application of policy within our CoAX research [16.4]. Typically, the
domains are configured to be in the “tyrannical” mode, blocking communi-
cation among different countries, organizations, or functional groups unless
otherwise specified. For example, administrators from the fictional country
of Arabello decided on the following restrictive default policy for the actors
in their domain:

A-:Agents in the Arabello domain are forbidden from sending messages to
any agent outside the Arabello domain

However administrators from the Arabello contingent wanted to enable
the Arabello Intel agent to be able to send a subset of its reports to the
coalition. They specified the following policy, which was assigned a higher
precedence for policy conflict resolution purposes:
25 Capability-based access is a term used by Suri to describe an additional level

of protection, where all of the details of service implementation are hidden from
the client for confidentiality purposes.
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A+: Arabello Intel Agent is permitted to send messages about enemy diesel
submarines to any member of the Binni-Coalition domain (sharing mes-
sages about any other topic is still forbidden)

Communication blocking based on message content as illustrated in this
example is facilitated by the use of a custom editor within KPAT that allows
the administrator to specify the kinds of messages that are to be permitted
based on OWL-typing of various message fields [16.90].

A+: MAD Sensor Agent is permitted to send reports with image resolution
X:Y to any member of the Arabello domain

As part of CoAX, as well as in follow-on Army research, we have also ad-
dressed requirements for filtering and transformation of data [16.90, 16.94].
For example the provider of a Magnetic Anomaly Detector (MAD) sensor
was willing to share its reports with Arabello, but only on condition that
the sensor’s signal could be appropriately downgraded in order to prevent
Arabello from knowing the full extent of the sensor’s capabilities. The pol-
icy enforcer-enabler used in this application could be configured by policy to
allow three different types of data transformation: a) changes in image reso-
lution, b) changes in frame rate and c) introduction of time lags to prevent
transmission of a real time video feed.

Many other types of policy-based transformations could be envisioned for
sensor data feeds. A policy enforcer-enabler could, for instance, be imple-
mented to hide sensitive targets or classified infrastructures from the image.
This would be used to prevent the release of unnecessary details to the re-
questing agent by blurring or editing the image appropriately. Another ex-
ample is an agent that reduces the precision of coordinate values embedded
in message content. More generally, such filtering and transformation tech-
niques can be used for sources and methods protection, and as part of the
management of information pedigrees and digital rights protection.

In the Ultra*Log application, policies are required to block both sending
and receiving of certain kinds of messages. The fact that KAoS policies can
specify whether the site of enforcement is to be associated with the subject or
the target is useful for this purpose: both the sending and the receiving can
be blocked at either the subject or the target side as convenience dictates.
Policy templates developed for Ultra*Log allow users to specify a composite
set of multiple policies more simply as if it were a single policy. To take a
simple example, the details of blocking of both sending and receiving mes-
sages are accomplished through a simple user interface that presents policy
specification options in terms of the more general concept of “communication
blocking.” As additional examples of communication policies, Ultra*Log also
requires that administrators be able to specify which cryptographic modes,
transport types, and message formats are allowable in a given context. It also
requires limits on message size and system resources in message delivery.
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Resource control policies. Whereas resource access policies govern whether
or not a resource is made available, resource control policies go a step fur-
ther to control the amount and rate of resource usage (e.g., CPU, memory,
network, hard disk, screen space). For example as part of one of the CoAX
scenarios the country of Gao requests permission to host one of its agents on
a sensor platform. Because its intentions are unclear and it is distrusted, it
is required to run on top of the Aroma VM. Because the Aroma VM is Java-
compatible, Gao is not aware of this restriction. Later, when Gao’s agent
launches a denial-of-service attack which floods the network and begins con-
suming inordinate amounts of CPU and disk resources, the pattern of misuse
is noticed by a Guard, which has been previously authorized to automatically
lower the resource limits enforced by the Aroma VM in such situations by
one or more policies, such as the following:

O+: IF a Guard notices a pattern of resource misuse by an agent
THEN that Guard must notify its administrator appropriately
PRECEDENCE A-: The agent is forbidden from using more than 25% of
the resource
ELSE A-: The agent is forbidden from using more than 10% of the resource

The policy requires the Guard to notify the administrator, who can de-
termine whether this is a false alarm (in which case the agent’s resources can
be restored by a new policy setting) or whether this is a real attack (in which
case the administrator may choose to further lower A’s resource usage). If
the effort to notify the administrator fails, the Guard is authorized to re-
duce resource usage to 10% on its own. In this case, transparently reducing
resource usage is better than peremptorily terminating the agent because in
the former case the agent will be unaware that it’s misuse has been detected.

The requirement for the Guard to be able to act autonomously in making
an initial response to the attack is akin to the need for a sprinkler system
in a building to go off in the presence of smoke before the fire department
arrives. Though there is a risk that the signal may have been a false alarm, it
is still far better in most cases to have limited the potential damage through
prompt action. Moreover, in the case of a malicious agent that is attacking
the network, the administrator may not be able to reconfigure a remote sensor
until a provisional limit is placed on network resource usage.

A+: Team A is authorized to use 50% of the CPU

In order to guarantee a certain quality of service to other agents, Team
A is limited to 50% in the amount of CPU resources it is authorized to use.
In this example, however, note that the policy says nothing about how the
CPU resources should be allocated among members of Team A, so internal
resource allocation is left to the particular algorithm used by the enforcer
performing this task.
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Monitoring and response policies. It may sometimes be desirable to rep-
resent obligations, for the system to perform specific monitoring and response
actions as policy:

O+: IF an authorization failure event occurs
THEN the authorization mechanism must record the pertinent data in the
system log
PRECEDENCE A-: the authorization mechanism is forbidden to perform
any other action
ELSE O+: the authorization mechanism must notify the administrator ap-
propriately

In this example, the authorization mechanism is required to record perti-
nent data in the system log if an authorization failure event occurs. In another
example from Ultra*Log:

O+: IF there is a new defense posture
THEN the policy applicability condition monitor must deploy the M&R
component group for the new defense posture and deactivate the M&R com-
ponent for the previous defense posture
PRECEDENCE A-: the policy applicability condition monitor is forbidden
to perform any other action
ELSE O+: the policy applicability condition monitor must notify the ad-
ministrator appropriately

This policy requires a new set of monitoring and response components to
be activated when the defense posture changes (e.g., a change from threatcon
alpha to threatcon bravo).

Mobility policies.

A-:Agents that are members of the trust domain are forbidden from moving
to host H

This example illustrates how the movement of software agents from one
host to another can be controlled by policy in the same way that any other ac-
tion is governed, provided appropriate enforcement mechanisms are in place.

In a more complex example based on research by Knoll et al. [16.57], the
trust level of a mobile software agent is determined in part by where it has
traveled in the past (i.e., there is greater or lesser possibility that it may have
been tampered with by a malicious host). The trust level, in turn, is used to
limit the permissions of the agent in the future:

A-:Agents are forbidden from performing sensitive action X
if their trust level <= threshold

The following example, pertinent to our NASA work on the PSA, obligates
the PSA to move away from danger:
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O+: IF a situation dangerous to a PSA is present in some location
THEN the PSA must move out of that location26

16.4 Social Aspects of Agent Acceptability

Norman suggests that the social aspects of agent acceptability include things
such as providing reassurance that everything is working according to plan,
providing an understandable and controllable level of feedback about agent’s
intentions and actions, and accurately conveying the agent’s capabilities and
limitations [16.72]. In short, human beings must be informed enough to be
able to easily step in and help when the situation becomes more than the
agents can handle, and agents on their part must be made more competent in
conveying the appropriate information to humans and acting in partnership
with them. Speaking of the central problems of conventional automation,
Norman writes:

“The problem . . . is that automation is at an intermediate level of
intelligence, powerful enough to take over control that used to be
done by people, but not powerful enough to handle all abnormalities.
Moreover, its level is insufficient to provide the continual, appropriate
feedback that occurs naturally among human operators. To solve this
problem, the automation should either be made less intelligent or
more so, but the current level is quite inappropriate . . . . Problems
result from inappropriate application, not overautomation” [16.70].

Teamwork has become the most widely accepted metaphor for describing
the nature of cooperation in multi-agent systems. Whereas early research on
agent teamwork focused mainly on agent-agent interaction [16.28, 16.115],
teamwork principles are now being formulated in the context of human-agent
interaction [16.11, 16.14]. Unlike autonomous systems, designed primarily to
take humans out of the loop, many new efforts are specifically motivated by
the need to support close continuous multimodal human-agent interaction
[16.22, 16.27, 16.53, 16.61, 16.73, 16.114].

The KAoS policy-based teamwork model defines what constitutes a team,
and the nature of many of its collaborative activities. Elsewhere, we have
outlined a preliminary perspective on the basic principles and pitfalls of ad-
justable autonomy and human-centered teamwork gleaned from the litera-
ture [16.14]. The set of policies we are designing for human-robotic interac-
tion goes beyond the traditional policy concerns about security and safety in
significant ways. As one example, consider how policy can be used to ensure
effective communication among team members. Previous research on generic
26 Consistent with Asimov’s laws; however, the PSA might be obliged by a higher-

level policy to stay if its presence was needed to help a human being.
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teamwork models has explored this issue to a limited degree within the con-
text of communication required to form, maintain, and abandon joint goals.
However, more research is needed to address the complexities of maintaining
mutual awareness in human-agent, as opposed to agent-agent, interaction.

With previous research in agent teamwork, we share the assumption that,
to the extent possible, teamwork knowledge should be modeled explicitly and
separately from the problem-solving domain knowledge. Policies for agent
safety and security, as well as context- and culturally-sensitive teamwork be-
havior, can be represented as KAoS policies that enable many aspects of the
nature and timing of the agent’s interaction with people to be appropriate,
without requiring each agent to individually encode that knowledge. Agent
designers can concentrate on developing unique agent capabilities, while as-
suming that many of the basic rules of effective human-agent coordination
will be built into the environment as part of the policy infrastructure.

16.4.1 Examples of Policy Types Relating to Social Aspects of
Agent Acceptability

In contrast to the examples of technical policies in Section 16.3.1 above, our
work to begin encoding these social issues in policy is relatively recent and
is likely to evolve considerably in the near future. Some of this will require
the resolution of difficult research issues; we are beginning implementation
with those policies that are most straightforward, and will then continue to
progress incrementally to more complex ones. We will give examples from
six categories of policy: organization, notification, conversation, nonverbal
expression, collaboration, and adjustable autonomy.

Organization policies. Some policy management systems, in part as an
artifact of their mode of policy representation, require many or all of what
we call organization policies to be represented as “meta level,” “higher order,”
or some other sort of special policy. In KAoS, many of these can be specified
uniformly, in the same way that other kinds of policies are represented.

A+:Individuals of the class Domain Manager are permitted to approve policies

The KAoS actor ontology distinguishes between people and various classes
of agents. Most agents can only perform ordinary actions, however various
components that are part of the infrastructure (e.g., domain manager, guard),
as well as authorized human users, may variously be permitted or obligated
to perform policy actions, such as policy approval and enforcement.

A+:Any person in the Manager Role is permitted to authorize check payment
IF the same person is not also the check issuer

The example specifies a dynamic separation of duty, where the issuer of
the check is not allowed to also be the one who authorizes payment on that
check.
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A-:An agent is forbidden to register to domain D IF it is already registered
to any individual of the class domain

A-:An agent is forbidden to register to any individuals of the class domain
IF it is already registered to domain D

The pair of policies above specifies that an agent cannot simultaneously
be registered as a member of both the domain D and some other domain.

Notification Policies. Building on the work of [16.81, 16.97], we are de-
veloping KAoS notification policies in the context of our NASA applica-
tions. The vision of future human-agent interaction is that of loosely coor-
dinated groups of humans and agents. As capabilities and opportunities for
autonomous operation grow in the future, agents will perform their tasks for
increasingly long periods of time with only intermittent supervision. Most of
the time routine operation is managed by the agents while the human crews
perform other tasks. Occasionally, however, when unexpected problems or
novel opportunities arise, humans must assist the agents. Because of the loose
nature of these groups, such communication and collaboration must proceed
asynchronously and in a mixed-initiative manner. Humans must quickly come
up to speed on situations with which they may have had little involvement for
hours or days. Then, they must cooperate effectively and naturally with the
agents as true team members.27 Hence the challenge of managing notification
and situation awareness for the crewmembers.

Various ontologies supporting notification (e.g., basic concepts for cate-
gories of events, roles, notifications, latency, focus of attention, and presence)
form the foundation of this work. In conjunction with these ontologies, noti-
fication policies and their parameter settings are created, as in the example
below:

O+:IF new notification = true AND utility >= notifyThreshold AND utility
< doItThreshold
THEN notify the space station crew member appropriately

Human attention is a scarce resource. When an important event is sig-
naled, the utility of various alternatives (e.g., notify the crew member, per-
form some required action without interrupting the person, or do nothing)
is evaluated. If a notification is required and the current task is well-defined,
the KAoS-Brahms infrastructure will take into account the task and other
contextual factors to perform the notification in a manner that is context-
sensitive to modality, urgency, and the location of the human being. Because
27 Actually, this vision points to two major opportunities for policy-based help:

1. the use of policy to assure that unsupervised autonomous agent behavior
is kept within safe and secure limits of prescribed bounds, even in the face of
buggy or malicious agent code; and 2. the use of policy to assure effective and
natural human-agent team interaction, without individual agents having to be
specifically programmed with the knowledge to do so.
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such knowledge resides in the infrastructure, rather than as part of the knowl-
edge of each agent, agent development is simplified.

Conversation Policies. Explicit conversation policies simplify the work of
both the agent and the agent designer [16.12, 16.13, 16.47, 16.48]. In compar-
ison to unrestricted agent dialogue, conversation policies reduce the agents’
inferential burden by limiting the space of alternative conversational produc-
tions and parameters that they need to consider, both in generating messages
and in interpreting messages received from other agents. Because a significant
measure of conversational planning for routine interactions can be encoded
in conversation policies offline and in advance, the agents can devote more of
their computational power at runtime to other things.

O+: IF response lag of conversation X > M minutes
THEN the agent must terminate conversation X

This conversation policy requires the agent to unilaterally terminate a
conversation when a lag of M minutes has elapsed in waiting for a response,
preventing conversations from staying open indefinitely.

A-:Agents are forbidden to send a message of any type other than Reply
IF the type of the conversation is Request-Reply AND the previous message
type of the conversation is Request

This conversation policy enforces a sequence of messages in the Request-
Reply conversation type, such that a message of type request must always be
followed by a message of type reply.

A+:Agents are permitted to send TRANSCOM messages with return receipts

This conversation policy example from the Ultra*Log application, allows
the sending of TRANSCOM messages that require return receipts. Note that
this policy would be appropriate only in a tyrannical domain that prohibited
all messages that were not explicitly permitted.

More complex sorts of policies, dealing, for example, with Clark’s con-
cept of common ground [16.24] or improvisational approaches to conver-
sation [16.78], will also be important in effective human-agent interaction.
Though such policies go beyond what is possible in the current version of
KAoS, we have started to address them as part of a collaboration with Allen
et al. [16.2, 16.3] in the near future [16.112, 16.120].

Nonverbal Expression Policies. Where possible, agents usually take ad-
vantage of explicit verbal channels for communication in order to reduce the
need for relying on current primitive robotic vision and auditory sensing ca-
pabilities [16.69]. On the other hand, animals and human beings often rely
on visual and auditory signals instead of explicit verbal communication for
many aspects of coordinated activity. As part of our work on human-robotic
interaction for NASA, the Army, and the Navy, we are developing policies
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to govern various nonverbal forms of expression in hardware and software
agents. These nonverbal behaviors will be designed to express not only the
current state of the agent but, importantly, also to provide rough clues about
what it is going to do next. In this way, people can be better enabled to
participate with the agent in coordination, support, avoidance, and so forth.
In this sense, nonverbal expressions are an important ingredient in enabling
human-agent teamwork.

Maes and her colleagues were among the first to explore this possibil-
ity of software agents that continuously communicate their internal state to
the user via facial expressions (e.g., thinking, working, suggesting, unsure,
pleased, and confused) [16.66]. Breazeal and Scassellati [16.18] have taken in-
spiration from research in child psychology [16.97] to develop robot displays
that reflect four basic classes of preverbal social responses: affective (changing
facial expressions), exploratory (visual searching, maintaining mutual regard
with a human being), protective (turning away head), and regulatory (ex-
pressing feedback to gain caregiver attention, cyclical waxing and waning of
internal states, habituating, and signalling internal motivation). Books on hu-
man etiquette [16.118] contain many descriptions of appropriate behavior in
a wide variety of social settings. Finally, in addition to this previous work, we
think that behavior displayed among human beings [16.68] and groups of an-
imals will be one of the most fruitful sources of policy for effective nonverbal
expression in agents. Our initial study indicates that there are useful agent
equivalents for each of Smith’s [16.86] ten categories of widespread vertebrate
animal cooperation and coordination displays [16.115].

O+: IF the current task of the PSA is of type uninterruptible
THEN the PSA must blink a red light until the current task is finished
PRECEDENCE: A-: The PSA is forbidden from performing any tasks but
the current one

This policy requires the PSA to blink a red light while it is busy per-
forming an uninterruptible task. During this time, it is also forbidden from
performing any task but the current one. Related messages it may want to
give with a similar signal might include: “I am unable to make contact with
anybody,” “Do not attempt to communicate with me (for whatever reason,
e.g., ‘my line is bugged’).” On the positive side, various uses of a green light
might signal messages such as: “I am open for calls,” “I need to talk to some-
one,” or “May I interject something into this conversation? ” Displays in this
general interactional category clearly have benefits for coordination among
groups of agents by providing information about which agents are (or are
not) in a position to interact with others, in what ways, when, and so forth.

O+: IF a conversation has been initiated with someone
THEN the PSA must face the one with whom it is conversing, as long as
it is in sight, until the conversation has finished
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This policy implements a kind of display associated with maintaining a
previously established association. This display might be especially useful
when the PSA is moving around the room and needs to let someone else
know that it is still attending to an ongoing conversation.

O+: IF the current task of the PSA is to move some distance greater than D
THEN the PSA must signal its intention to move for S seconds
PRECEDENCE: A-: The PSA is forbidden from executing its move

It’s no fun being hit in the head by a flying robot that suddenly decides to
go on the move. This policy prevents the PSA from moving until it has first
signaled its intention to move for some number of seconds. Besides the pre-
move signaling, some kind of signaling could also take place during the move
itself. In addition to this movement signaling policy, other policies should be
put in place to require the PSA to stay at a safe and comfortable distance from
humans, other robotic agents, and space station structures and equipment.

Collaboration Policies.

O+: IF an agent becomes aware that a team goal has been achieved, or has
become unachievable or irrelevant
THEN the agent must notify the other team members in an appropriate
manner
PRECEDENCE: A-: The team member is forbidden from actions that are
performed only in order to achieve the former team goal

A similar version of this policy is one of the centerpieces of the classic the-
ory of teamwork originally proposed by Cohen and Levesque [16.28]. Though
there is potentially a lot of complexity buried in the machinery that deter-
mines whether the condition is true, the policy imperative that results from
this condition is relatively simple and can be represented straightforwardly in
KAoS. All the foundational ontologies and mechanisms developed to support
other kinds of notification policies can also be brought to bear in this context.
In this sense, the example can be seen as just a special kind of notification
policy.

O+: IF an agent suspends work on a current task in order to attend to a new
higher priority task
THEN the agent must notify the other actors involved in an appropriate
manner
PRECEDENCE: A-: The agent is forbidden from executing its new task

Just as a sudden physical move might surprise other actors unless it is
appropriately signaled in advance, so also an unexpected change in current
task might be jarring to others unless it is heralded in some fashion. Note
that this policy presupposes that additional actors, beyond the team members
themselves, that share a joint goal may require notification.
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Adjustable Autonomy Policies. Humans and agents may play mutual
roles that vary according to the relative degree of initiative appropriate for
a given situation (Fig. 16.9). 28 At the one extreme, traditional systems are
designed to carry out the explicit commands of humans with no ability to
ignore orders (i.e., executive autonomy), generate their own goals (i.e., goal
autonomy), or otherwise act independently of environmental stimuli (i.e.,
environmental autonomy). Such systems cannot, in any significant sense, act;
they can only be acted upon. At the other end of the spectrum is an imagined
extreme in which agents would control the actions of humans. 29 Between
these two extremes is the domain of today’s agent systems, with most agents
typically playing fixed roles as servants, assistants, associates, or guides. Such
autonomous systems are designed with fixed assumptions about what degree
of initiative is appropriate for their tasks. They execute their instructions
without considering that the optimal level of autonomy may vary by task
and over time, or that unforeseen events may prompt a need for either the
human being or the agent to take more control. At the limit of this extreme
are strong, silent systems with only two modes: fully automatic and fully
manual [16.77]. In practice this can lead to situations of human “underload,”
with the human being having very little to do when things are going along as
planned, followed by situations of human “overload,” when extreme demands
may be placed on the human in the case of agent failure.

Although in practice many mixed-initiative system do not live up to their
billing, their design goal is to allow agents to dynamically and flexibly assume
a range of roles depending on the task to be performed and on the current
situation. Research in adjustable autonomy supports this goal through the
development of an understanding about how to ensure that, in a given con-
text, the agents are operating at an optimal boundary between the initiative
of the human being and that of the agents. People want to maintain that
boundary at a sweet spot in the tradeoff curve that minimizes their need to
attend to interaction with the agent while providing them with a sufficiently
comfortable level of assurance that nothing will go wrong.

O+: IF elapsed time since last report > time T
28 For a more fine-grained presentation of a continuum of control between humans

and machines, see Hancock and Scallen’s [16.50] summary of Sheridan’s ten-
level formulation. Robert Taylor (personal communication) surmises from his
experience that ten may be far more levels than are useful in practice. Barber
et al. differentiate three kinds of relationships among agents: command-driven
(i.e., the agent is fully subordinated to some other agent), true consensus (i.e.,
decision-making control is shared equally with other agents), and locally au-
tonomous/master (i.e., the agent makes decisions without consulting other agents
and may be allowed to command subordinates).

29 Of course, in real systems, the relative degree of initiative that could be reason-
ably taken by an agent or human would not be a global property, but rather
relative to particular functions that one or the other was currently assuming in
some context of joint work.
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Fig. 16.9. Spectrum of agent roles in human-agent interaction

THEN the agent must notify the human supervisor about its status in
the most appropriate manner

This simple policy sets the duration of autonomous operation for an agent,
requiring it to notify a human supervisor about its status at predetermined
intervals.

A+: Space station crewmembers in the Trusted Operator Role are permit-
ted to override PSA non-critical negative authorizations

Sometimes, it is critical for authorized human operators to be able to
immediately countermand some negative authorization of an agent (i.e., al-
lowing it to do things which it normally is not authorized to do). While this
could be done by modifying the policy in the usual way, it is sometimes more
practical to do this directly on a one-time temporary basis by overriding a
prohibition. However, overriding certain operations (e.g., flying the PSA into
a wall of the space station) may require consent of both the space station
commander and an authorized person at mission control.

O+: IF no crewmember is monitoring the environment in space station
module X

THEN PSA must monitor the environment in module X
PRECEDENCE: A+: PSA is permitted to monitor the environment in

module X
Sometimes, the PSA may be required to temporarily take upon itself

functions that human crewmembers would normally provide. Here, the PSA
is given both permission and an obligation to monitor the environment in
module X if a crewmember is not currently doing so. Similar policies could
come into play when a crew member becomes overloaded or injured, such
that he no longer is able to perform the task within predetermined criteria. In
such cases, agents could be authorized and/or obligated to assist. For a more
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complete discussion of adjustable autonomy, mixed-initiative interaction, and
the role of policy, see [16.112, 16.120].

16.4.2 Cognitive and Robotic Prostheses

For some researchers, the ultimate in human-agent teamwork is the notion of
agents that can function as extensions of the human brain cognitive prosthe-
ses and body robotic prostheses [16.39, 16.49, 16.52]. In this section we briefly
suggest some preliminary considerations relating to human-agent interaction
in the development of such capabilities.

At the outset, we recognize humans are an advantaged lot, each of us
having been endowed with a “good brain and an unspecialized body” [16.68],
which means that we are in a better position than any other creature to
make and use a variety of tools. Moreover, bipedal locomotion has always
had the beneficial side effect of freeing one hand to explore the environment
and the other to wield those tools. Ford et al. argue that the accumulated
tools of human history can all profitably be regarded as prostheses, not in the
sense that they compensate for the specific disabilities of any given individual
([16.31]), but rather because they enable us to overcome the biological lim-
itations shared by all of us: with reading and writing anyone can transcend
the finite capacity of human memory; “with a power screwdriver anyone can
drive the hardest screw; with a calculator, anyone can get the numbers right;
with an aircraft anyone can fly to Paris; and with Deep Blue, anyone can
beat the world chess champion” [16.39].

The prosthetic perspective can be contrasted with the traditional focus
of Artificial Intelligence (AI) on standalone machine competence and its re-
sulting preoccupation with the Turing Test as its measure of success [16.41].
Instead, argues Ford, we should start from a human-centered perspective.
This implies that we must shift our goal “from making artificial superhu-
mans who can replace us to making superhumanly intelligent artifacts that
can amplify and support our own cognitive abilities” [16.49]. We don’t need to
jettison the acronym of AI, so long as we now take it to refer to the human’s
Augmented Intelligence.30

30 The 1962 report of Engelbart entitled Augmenting Human Intellect presciently
stressed the theme of “improving the intellectual effectiveness of the individual
human being... through extensions of means developed and used in the past
to help man apply his native sensory, mental, and motor capabilities. [Like]
most systems its performance can best be improved by considering the whole as
a set of interacting components rather than by considering the components in
isolation” [16.36].
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Eyeglasses, a well-known example of an ocular prosthesis,31 provide a
particularly useful example of three foundational concepts that are important
to an understanding of cognitive and robotic prostheses:

1. Transparency. “Eyeglasses leverage and extend our ability to see, but in
no way model our eyes: They don’t look or act like them and wouldn’t
pass a Turing test for being an eye” [16.49]. A key feature of eyeglasses is
that they can be used more or less transparently—by our forgetting they
are present—just as humans with myopia don’t think constantly about the
wearing of the contact lenses but rather about the fact that they are seeing
more effectively through them.32

2. Unity. Since our goal is not making smart eyeglasses but, rather, augment-
ing the human’s ability to see, the minimum unit of discussion for the
design of a prosthesis includes the device, the human being, and the en-
vironment in which the human will use the device. This mode of analysis
necessarily blurs the line between humans and technology.33

3. Fit. Your eyeglasses won’t fit me; neither will mine do you any good. Pros-
theses must fit the human and technological components together in ways
that synergistically exploit their mutual strengths and mitigate their re-
spective limitations. This implies a requirement for rich knowledge of how
humans function.34

31 The notion of augmenting sight through eyeglasses was “first mentioned by Roger
Bacon in 1268. In the 1665 preface to Micrographia, Robert Hooke goes further,
suggesting the addition ‘of artificial Organs to the natural... to improve our other
senses of hearing, smelling, tasting, and touching” [16.87].

32 The manner in which perception operates during the use of good tools was
insightfully described many years ago by Polanyi: “When we use a hammer
to drive a nail, we attend to both nail and hammer, but in a different way. We
watch the effect of our strokes on the nail and try to wield the hammer so as to
hit the nail most effectively. When we bring down the hammer we do not feel
that its handle has struck our palm but that its head has struck the nail. Yet
in a sense we are certainly alert to the feelings in our palm and the fingers that
hold the hammer. They guide us in handling it effectively, and the degree of
attention that was given to the nail is given to the same extent but in a different
way to these feelings. The difference may be stated by saying that the latter are
not, like the nail, objects of our attention, but instruments of it. They are not
watched in themselves; we watch something else while keeping intensely aware of
them. I have a subsidiary awareness of the feeling in the palm of my hand which
is merged into my focal awareness of my driving in the nail” [16.75].

33 In 1960, Licklider [16.60] introduced the concept of man-computer symbiosis:
“the hope is that, in not too many years, human brains and computing machines
will be coupled together very tightly and that the resulting partnership will think
as no human brain has ever thought and process data in a way not approached
by the information-handling machines we know today.”

34 A good example of this is the OZ cockpit display [16.49]. Through a ground-
breaking study on the limits of human central and peripheral vision, IHMC’s
David Still discovered that peripheral vision can pick up 10 times the amount
of detail than previously thought. Using this finding, he tailored the design of
stimuli in a cockpit display to exploit the human sensory system’s natural filter-
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The elaboration of foundational concepts that are important to an un-
derstanding of cognitive and robotic prostheses, and the study of human
functions in particular environments, happily dovetail with progress in the
miniaturization of computing devices and the formulation of design principles
for wearable computing [16.74]. Mann [16.67] was among the first to elucidate
some of the necessary criteria for devices to be successfully subsumed into
the human being’s eudaemonic space (i.e., where the device seems to be part
of the person).35 He describes three required operational modes for wearable
computing:

– Constancy: The computer runs continuously, and is always ready to inter-
act with the user. Unlike a handheld device, laptop computer, or PDA, it
does not need to be opened up and turned on prior to use. The signal flow
from human to computer, and computer to human, . . . runs continuously
to provide a constant user interface.

– Augmentation: Traditional computing paradigms are based on the notion
that computing is the primary task. Wearable computing, however, is based
on the notion that computing is not the primary task. The assumption of
wearable computing is that the user will be doing something else at the
same time as doing the computing. Thus the computer should serve to
augment the intellect or augment the senses . . .

– Mediation: Unlike [traditional computers], the wearable computer can
encapsulate us. It doesn’t necessarily need to completely enclose us. There
are two aspects to this encapsulation:
i. Solitude: It can function as an information filter, and allow us to block

out material we might not wish to experience, . . . [or] it may simply allow
us to alter our perception of reality.

ii.Privacy: Mediation allows us to block or modify information leaving our
encapsulated space. In the same way that ordinary clothing prevents
others from seeing our naked bodies, the wearable computer may, for
example, serve as an intermediary for interacting with untrusted systems.

Because of its ability to encapsulate us, . . . [wearable computing devices]
may also be able to make measurements of various physiological quantities.

Besides these operational modes, Mann describes six attributes of wear-
able systems:

ing and processing capabilities and to manipulate the data so it provides exactly
what the pilot needs to know at any particular time. Stunningly, the OZ cockpit
display is completely void of dials and gauges of ordinary cockpits, yet it is easier
to learn, more straightforward to control, and more robust to temporary visual
system impairment.

35 Mann’s formulations have evolved over time. Here, we discuss the version that
can be found at http://www.eyetap.org/defs/glossary/wearcomp. See also Thad
Starner’s thorough survey of the field in his dissertation on Wearable Comput-
ing [16.87].
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– Unmonopolizing of the user’s attention, . . . [though it may] mediate (aug-
ment, alter, or deliberately diminish) the sensory capabilities.

– Unrestrictive to the user: . . . ‘you can do other things while using it’ . . .
– Observable by the user: it can get your attention continuously if you want

it to . . .
– Controllable by the user . . .
– Attentive to the environment: it is environmentally aware, multimodal,

multi-sensory . . . [thus increasing] the user’s [situation] awareness . . .
– Communicative to others: it can be used as a communications medium

. . .

DARPA’s Augmented Cognition (AugCog) Program (http://www.darpa.
mil/ito/research/ac/) is an example of an early effort focused on appropri-
ately exploiting and integrating all available channels of communication from
agents to humans (e.g., visual, auditory, tactile), and conversely sensing and
interpreting a wide range of physiological measures of the human being in
real-time so they can be used to tune agent behavior, and thus enhance joint
human-machine performance.36 For example, in IHMC’s Adaptive Multi-
Sensory Integration (AMI), augmented cognition prototype sets of system
sensor agents (e.g., joystick), human sensor agents (e.g., EEG, pupil track-
ing, arousal meter), human display agents (e.g., visual, auditory, tactile), and
adaptive automation agents (e.g., performing specific flight tasks) could work
together with a pilot to promote stable and safe flight, sharing and adjust-
ing aspects of control among the human and virtual crew member agents
while taking system failures and human attention and stress loads into ac-
count [16.112].

While it is still too early to gauge the success of efforts such as AugCog,
let alone to prescribe detailed principles for making cognitive and robotic
prostheses acceptable to humans, it is clear that such modes of interaction will
require new ways of thinking about human-agent interaction. In an insightful
essay called The Teddy [16.71], Norman discusses some of the issues and
implications of the widespread long-term habitual use of such technologies:

– Would we get so dependent that we would become disoriented without
them?

– If they are constantly recording every event, should we allow them to be
turned off? To protect civil liberties, you must be able to, and an indicator
must show if someone’s device is listening to you.

36 A related program focused on similar issues with a robotics emphasis is NSF’s
Robotics and Human Augmentation
(http://www.interact.nsf.gov/cise/descriptions.nsf/
5b8c6c912ebf7f9b8525662c00723201/5e8661fa698fe674852565d9005985ef?Open
Document). See also DARPA’s Mobile Autonomous Robot Software (MARS)
Robotic Vision 2020 Program (http://www.darpa.mil/ito/solicitations/FBO 02-
15.html).



392 J.M. Bradshaw et al.

– Should it be programmed to always be supportive and encouraging (thus
removing us from reality), or to give criticism and correction (thus resem-
bling a nagging parent)? Getting the right balance is difficult in human
relationships, how can we expect technology designers to do better?

– If we are never alone, when would we think? Would this accelerate the
already tuned-out tendencies of headphone wearers?

16.5 Conclusions

In this chapter, we have outlined some of the technical and social challenges in
the problem of making agents acceptable to people and have given examples
and explanations of how a policy-based approach might be used to address
some of those challenges. We hope that these initial efforts will inspire others
to devote greater attention to reusable models and tools to assure the security,
safety, naturalness, and effectiveness of human-agent teams.
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